Pipeline Process :

Stage 1:

The pipeline process starts with an “Application/Scene” stage, also known as
the workload-reduction trick. This stage is devoted to deciding which particular
object will be rendered in the three dimensional(3D) environment. The way
that 3D environments are created is through a Cartesian Coordinate Systems (an
X, Y, and z axis) in which objects are placed to create a scene.
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The view space is determined by objects and angles depending on how the
creator programmed the scene.
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The first process of the graphics pipeline is to only render and produce the
images of the view space and to skip over unnecessary instructions that will not
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be displayed even if it was processed. This system allows the graphics card to
produce scenes and graphics efficiently.
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Stage 2:

The second stage involves the scene’s geometry. Objects mainly get moved
from frame to frame to give an illusion that the object is moving in a real time
setting. Objects can both be moved and manipulated in a scene depending on
the application in which it is running. This manipulation of objects is generally
called transformation. The objects can be stretched, skewed, moved or moved
about an axis, or scaled differently. It is in the second stage of processing that
the objects in the environment are altered.

:,og»bd.b).o

aS ol oSS (pl 5l (S AT wll oo dambo G dwais ol 0ni 15 0 pY ol sl als e g
Al o0 E9090 S w5, g b slml aes S lly (Lo o 1) polie Wi o
o2 b1y a0 il oo ol IS0 ax @y azio 0 (b B3l y ) Oldes a5 (pl cons  iomen
o2l mizen WS oo transformation o g s opl 0 a5 oS (5 Kwd 02 L L s &5 >
...\..i’:l.gjsmwo).gLQJTQSPL&..\Ss*Zo.)bQSP%)‘Q)ym‘l{ oMMLM‘y@f@L&

Geometric lightning also occurs in the second stage after the objects are in
their proper place, and once the figures receive their shape through the
geometric transform process. Different types of lightning, depending on the
application being run, will be processed to give the graphics a realistic
appearance.
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After the lighting is calculated the scene needs to get rid of unnecessary
triangles that are only partially shown through the view space. This process is
similar to the process which occurs in the first stage and also includes the
process of “clipping.” “Clipping is the operation to discard only the parts of
triangles that in some way partially or fully fall outside the view volume”
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Stage 3 :

The third stage implies an algorithm called the digital differential analyzer
(DDA) which calculates the position of each part of all the triangles, and
determines if the triangles are connected to other triangles. This process is
done by computing the slope of each triangle’s edge in hope to improve the
quality of the image being produced and by allowing more detailed
information to be assigned to the triangles Sometimes when two triangles are
touching, or even overlapping each other, a rough pixel “stair-step” occurs in
which the edges between the two triangles create non realistic images of
edges extruded surfaces that would not normally occur.
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Another thing that occurs in the triangle setup phase is the assignment of
color and depth values for each pixel. Since the edges of the triangles were
calculated, the color and depth values may be interpolated using each
triangle’s vertex vales of color and depth. Along with the color and depth, the
texture coordinates of each pixel is also interpolated in which they will be
processed in the fourth stage.
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Stage 4 :

The last stage of the pipeline is considered the rendering / rasterization
stage. “To fill the frame buffer the drawing primitives are subdivided into
pixels, a process known as scan-conversion or rasterization” (Schneider, Benyt-
Olaf, pg 245). After all the processes of computing location, color, geometric
values, etc., this last stage puts it all together and produces the 3D
environment onto a 2D screen.
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After the triangle setup is completed in the third stage, the next step is to
provide shading values. Shading values are similar to the color and depth
values contained in stage 3 and add the finishing touches on the scene.
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There are three common shading methods: Flat, Gouraud, and Phong shading.
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Flat Shading - operates per triangle and provides a quick render of the scene
that does not involve extensive computations. This type of shading does not
produce a high quality image.
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Phong Shading - operates per pixel and is the most computation demanding
shading process compared to flat and Gouraud shading. Phong shading
incorporates the Gouraud Shading idea of taking the average shading of the
vertices and also implies its own process that includes other triangle’s shading
as well. This makes the object blend together easier for more complex designs
and results in a higher quality image making it more realistic.
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Gouraud Shading - operates per vertex of the triangles. Compared to flat
shading, Gouraud shading produces a higher quality image while sacrificing
render speed. Because of Gouraud shading takes the lighting values of each
vertex of the triangle and interpolates the values across the surface of the
triangle, the object will appear smother and not as rigid as flat shading.
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Raster Operations :

Inputs to this stage include the pixel locations and fragments depth and color
values. This performs a series of tests on the fragment: scissor test, alpha test,

stencil test, depth test. Then the fragment information is used to update the
pixel’s value according to the blend mode.
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Computational functions :

Modern GPUs use most of their transistors to do calculations related to 3D
computer graphics. They were initially used to accelerate the memory-intensive
work of texture mapping and rendering polygons, later adding units to
accelerate geometric calculations such as translating vertices into different
coordinate systems. Recent developments in GPUs include support for
programmable shaders which can manipulate vertices and textures with many of
the same operations supported by CPUs, oversampling and interpolation
techniques to reduce aliasing, and very high-precision color spaces.
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Shader :

A shader is commonly said when referring to a custom program that resides on
the graphics processing unit. A shader is a set of instructions that can be
executed either for each vertex or each pixel. If it is for a vertex then it is called
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a vertex shader, and if it for a pixel it is called a pixel shader or fragment
shader.
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Vertex shader :

Vertex shaders are being executed whenever a vertex is transformed. Most
common transformations done using vertex shaders are surface deformations.

Sy o ale

&S gl OMas i Kgh e Ll Wl o dgmsa oy S AT e gy sla s b
AS el |y b S s auS e colainl (gylo p sla 5wl

Pixel Shader :

Pixel shader are being executed whenever a pixel is going to be rendered.
They provide last opportunity to modify transformed, lit, and textured pixel
color.
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Texture :

A texture (technically: texture map) is an image that is loaded from a file and
applied to a surface in the 3D game world. Textures provide additional detail to
what would otherwise be flat surfaces.
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Normal Vector :

A normal vector is a vector that is perpendicular (i.e. points straight up out of a
surface at a 90-degree angle) to something, such as a triangle or other surface.
Normal vectors are very important for lighting calculations, as well as many
other special effects, and for physics calculations. You can calculate the normal
of a flat surface by taking any three points on the surface (for a triangle, these
could be its three vertices) and then compute:

edgel = point2 — pointl
edge2 = point3 — pointl
normal = edgel x edge2

: Normal Vector
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(1) Ss)

Edgel = point 2 - pointl
Edge2 = point3 - pointl
Normal = edgel * edge2

So in summary, you get the two edges that are formed by the three points, and
take their cross product. The resulting vector will be the normal vector that is
perpendicular to the surface that is formed by the three points.
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Z-buffer data :

In computer graphics, z-buffering is the management of image depth
coordinates in three-dimensional (3-D) graphics, usually done in hardware,
sometimes in software. It is one solution to the visibility problem, which is the
problem of deciding which elements of a rendered scene are visible, and which
are hidden.

:Z-Buffering
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A simple three dimensional scene

Z-buffer repregentation
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When an object is rendered by a 3D graphics card, the depth of a generated
pixel (z coordinate) is stored in a buffer (the z-buffer or depth buffer). This
buffer is usually arranged as a two-dimensional array (x-y) with one element for
each screen pixel.
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If another object of the scene must be rendered in the same pixel, the graphics
card compares the two depths and chooses the one closer to the observer. The
chosen depth is then saved to the z-buffer, replacing the old one. In the end, the
z-buffer will allow the graphics card to correctly reproduce the usual depth
perception: a close object hides a farther one. This is called z-culling.
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